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Abstract

How to improve performance of an automatic fingerprint verification system (AFVS) is always a big challenge in
biometric verification field. Recently, it becomes popular to improve the performance of AFVS using ensemble
learning approach to fuse related information of fingerprints. In this article, we propose a novel framework of
fingerprint verification which is based on the multitemplate ensemble method. This framework is consisted of
three stages. In the first stage, enrollment stage, we adopt an effective template selection method to select those
fingerprints which best represent a finger, and then, a polyhedron is created by the matching results of multiple
template fingerprints and a virtual centroid of the polyhedron is given. In the second stage, verification stage, we
measure the distance between the centroid of the polyhedron and a query image. In the final stage, a fusion rule
is used to choose a proper distance from a distance set. The experimental results on the FVC2004 database prove
the improvement on the effectiveness of the new framework in fingerprint verification. With a minutiae-based
matching method, the average EER of four databases in FVC2004 drops from 10.85 to 0.88, and with a ridge-based
matching method, the average EER of these four databases also decreases from 14.58 to 2.51.
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1. Introduction
Researchers never stop to improve the performance of a
biometrics system pursuing the lower equal-error rate
(EER). Major approaches of reducing the EER can be
divided into the following two categories:
(1) Improving the performance of process steps of a

biometrics system. These steps include segmentation
[1], enhancement [2], extraction [3], matching [4], etc.
However, there are some problems in this method. For
example, the room of performance increasing is limited.
(2) Fusing multiple sources of biometrics to increase

the overall performance of a biometrics system. These
sources include multiple sensors, multiple features [5],
multiple matchers [6], multiple fingers [7], multiple
impressions of a same finger [8], etc. Recent research
results show that the most effective method to improve
the performance of a biometrics system is to fuse more
biometric information using ensemble learning [9].
These ensemble approaches, particularly these ensemble
approaches with multiple matching algorithms, need

more computing resources and more storage. Ensembles
of multiple sensors and multiple biometric verifications
also need various kinds of sensors. Furthermore, it is
very inconvenient for users since those multiple bio-
metric verification ensembles need to capture various
feature information from users in enrollment stage and
verification stage.
Currently, multiple templates’ ensemble is widely used

in biometrics systems. In practice, multiple fingerprint
images are captured and stored in database for one fin-
ger. These fingerprint images are called multiple tem-
plates. In current multiple templates ensemble
researches, there are two challenges: (1) how to choose
the proper templates for ensemble; (2) how to use the
multiple templates information effectively.
There are a few studies have been done to deal with

the problem of template selection to solve the first chal-
lenge. Uludag et al. [10] proposed two typical methods
for automatic template selection: the first one, DEND,
employs a hierarchical clustering strategy to choose a
template set that could be best represents the intra-class
variations. The second method, MDIST, selects a tem-
plate set which exhibits maximum similarity with the
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other fingerprints. The MDIST achieves better perfor-
mance comparing with DEND in Uludag et al.’s study
[10]. Lumini and Nanni [11] presented another cluster-
ing method which automatically selected the number of
clusters. This method could also save memory and com-
putational cost for a verification task. Multiple finger-
print images of a finger are acquired in order to obtain
images of different regions of the finger [9]. So, when
we select templates, the “ideal” templates should have
these advantages: (1) The difference of these templates
is big enough; (2) These templates are partially overlap-
ping images. “Ideal” templates are shown in Figure 1.
For the second challenge, there are two major meth-

odologies to use multi-template ensemble in fingerprint
field: Mosaicking and Score level fusion. With mosaic
[12,13], a larger fingerprint image could be obtained
from several small images. But, the major problem in
creating a mosaicked image is that the alignment differ-
ent impressions/pieces cannot be completely recovered.
Meanwhile, with the score level fusion [9,14,15], a query
fingerprint has some matching scores with the tem-
plates. So, the final score is to fuse these scores with dif-
ferent weights. However, these weights are difficult to be
determined in practice.
In this article, a framework of multitemplate ensemble

for fingerprint verification is proposed. As mentioned
above, in the enrollment stage, some fingerprint images
are chosen and stored in database as fingerprint tem-
plates. And then, a polyhedron is created by the match-
ing results of multiple template fingerprints and a
virtual centroid of the polyhedron is given. The match-
ing scores are also stored in the database. During the
verification stage, a distance is calculated from a query
fingerprint to the centroid. We add the distance into the
set which is constituted by the distance between the
query and templates. Finally, the framework returns a
proper distance from the set as the final score of the
query image and the template fingerprints. The

experimental results in FVC2004 show the effectiveness
and robustness of the novel framework.
This article is a significant extension from the confer-

ence version which is published in [16]. The rest of this
article is organized as follows. Section 2 describes the
flowchart of the framework in detail and introduces var-
ious parts of the framework detailed. Section 3 intro-
duces two relative fingerprint matching algorithms
which will be as the base matcher. Section 4 gives out
the experimental results. Conclusion and future study
are given in Section 5.

2. The proposed framework
A verification system includes enrollment and verifica-
tion processes. The proposed framework of multitem-
plate ensemble also consists of the two processes. First,
in the enrollment stage, some fingerprint images of the
same finger are enrolled, and a template selection
method is used to choose some fingerprints which are
the best represent of this finger as the templates. Then,
we will establish a polyhedron using the templates and
get a virtual centroid of the polyhedron. The templates
and the polyhedron will be stored in the database. Sec-
ond, in the verification stage, a new polyhedron is estab-
lished using the query and the templates fingerprint,
and then a distance from the query to the centroid is
calculated. Finally, a fusion rule will be used to choose a
proper distance from a distance set which contains
these distances between the query fingerprint and the
templates and the distance between the query finger-
print and the centroid as the final score. The structure
of the framework is shown in Figure 2.
As shown in Figure 2, the orange square is depicted in

particular. In enrollment stage, when selecting tem-
plates, the number of templates is set beforehand. In
this article, taking resources of computing and storing
consideration, we prefer to set the number as 3. In data-
base, we just store the feature sets of the templates and

Figure 1 “Ideal” templates.
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the scores among the templates. The distance describes
the similarity of two fingerprints, if the two fingerprints
are more similar, then the distance is shorter. Other-
wise, the distance is longer. The remaining will describe
each part of the framework detailed.

2.1. Enrollment stage
In this section, the template selection and the polyhe-
dron establishment will be introduced in detail. Most
systems store multiple templates of the same finger in
order to represent the finger better, but when the num-
ber of templates is larger, the resource of computing
and storing is needed more. While, template selection is
an effective method to reduce the number of fingerprint
templates in database. And in order to reduce the com-
puting time of verification, the matching scores among
the templates are also preserved in the enrollment stage.
2.1.1. Template selection
In enrollment stage, suppose the set of enrolled finger-
prints of the same finger is represented as

E = {Fi | i = 1, 2, 3, . . . , m} (1)

where m is the number of the enrolled fingerprints
and Fi is the ith fingerprint. S(Fi, Fj) means similarity
score of two enrolled fingerprints Fi and Fj. We will
choose n (n < <m) fingerprints as the templates.
The template selection method is described as follows.
Step 1. For every enrolled fingerprint Fa from the

same finger, we will get all the matching scores S(Fi, Fj)
with other fingerprints Fj(j ≠ i). And then the average
score will be calculated as

AVEi
(
Fi) =

1
m − 1

∑
j�=i

S(Fi, Fj) (2)

The ath fingerprint that the AVEa(F
a) is the maxi-

mum will be chosen as the first template fingerprint.
Step 2. For the second template fingerprint, the finger-

print Fb that the S(Fa, Fb) is minimum will be chosen as
the second template. In this step, we only calculate
these scores between the ath fingerprint and the others.
Step 3. For the third template fingerprint, the finger-

print Fc which is farthest to the Fa and Fb will be cho-

sen. The farthest is defined that
1
2

(S(Fa, Fc) + S(Fb, Fc))

Figure 2 Framework of multi-template ensemble for fingerprint verification.
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is the minimum. These matching scores S(Fa, Fc) and S
(Fb,Fc) (c ≠ a and c ≠ b) are accepted, and then we cal-
culate the minimum value

{
1
2

(S(Fa, Fc) + S(Fb, Fc)) | c �= a&&c �= b&&c ∈ [1, m]
}

(3)

and the Fc is as the third template.
Step n. For the nth template fingerprint, the matching

scores between the remaining fingerprints with the for-
mer n - 1 template fingerprint are calculated. And then
we get the minimum

{
1

n − 1
(S(Fa, Fn) + S(Fb, Fn) + · · · + S(Fn−1, Fn)) | n �= a&&n �= b....n �= n − 1&&n ∈ [1, m]

}
(4)

and the Fn is as the nth template.
2.1.2. Establish polyhedron
As shown in Figure 3, we take three templates as an
example. In this case, the three templates selected from
FVC2004DB4 are all chosen by using the template selec-
tion method.
T1, T2, T3 indicate the three templates, L12, L13, L23

indicate the similarity distance among the three tem-
plates. Next, process of establish polyhedron is described
in detail.
Template set is represented as

T = {Fi | i = 1, 2, . . . , n} (5)

where n is the number of the template fingerprints.
The set of similarities within templates is represented as

I = {S(Fi, Fj) | Fi, Fj ∈ T} (6)

Suppose every template Fi is a point ri in an n - 1
dimensional space, it can be represented as

ri(xi1, xi2, ..., xi(n−1)) (7)

Considering the distance between Fi and Fj in an n -
1-dimensional space,

lij =‖ rirj ‖=

√√√√n−1∑
k=1

(xik − xjk)2 (8)

Because the centroid of regular polyhedron is its geo-
metrical center [17], the centroid of T in an n - 1-
dimensional space is

rc

(
1
n

n∑
i=1

xi1,
1
n

n∑
i=1

xi2, ...,
1
n

n∑
i=1

xi(n−1)

)
(9)

2.2. Verification stage
In this section, a distance calculated from query to cen-
troid and a fusion rule will be introduced in detail.
When a query image is presented, the matching pro-

ceeds as follows:

• The query image and each template of the same
finger stored in database are matched to generate
matching scores, and these scores are translated to
distance using a proper distance expression;
• Computing the distance from query image to the
centroid, and output the distance.
• Choosing a perfect distance and translating it to
score using the inverse distance expression as the
final score.

2.2.1. A distance calculated from query to centroid
When a query fingerprint is coming, the process of a
distance calculated from query to centroid is shown in
Figure 4.
Q indicates the query fingerprint, D*1, D*2, D*3 indicate

the similarity distance between the query and templates,

Figure 3 Process of establish polyhedron. (a) Multiple templates. (b) Matching within templates. (c) Establish polyhedron.
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and D*c indicates the distance between the query and
the centroid.
In verification stage, a set of matching scores can be

calculated between query image Q and every template
fingerprint. The set is represented as

V = {S(Fi, Q) | Fi ∈ T} (10)

Because the query becomes a member of the polyhe-
dron, the dimension of the polyhedron should be plus
one dimension. And the point ri of template Fi be repre-
sented as

ri(xi1, xi2, ..., xi(n−1), 0) (11)

The centroid of T in an n-dimensional space is

rc

(
1
n

n∑
i=1

xi1,
1
n

n∑
i=1

xi2, ...,
1
n

n∑
i=1

xi(n−1), 0

)
(12)

So, the query image F* is r* in an n-dimensional space,
it can be represented as

r∗(x∗1, x∗2, ..., x∗(n−1), x∗n) (13)

The distance from Fi to F* will be

d∗i =‖ r∗ri ‖=

√√√√ n∑
k=1

(x∗k − xik)2 (14)

The distance from F* to the centroid will be

d∗c =‖ r∗rc ‖=

√√√√ n∑
k=1

(x∗k − 1
n

n∑
i=1

xik)

2

(15)

and,

d2
∗c =

n∑
k=1

(
1
n

(nx∗k −
n∑

i=1

xik)

)2

=
1
n2

n∑
k=1

((x∗k − x1k) + (x∗k − x2k) + · · · + (x∗k − xnk))2

=
1
n2

n∑
k=1

((x∗k − x1k)2 + (x∗k − x2k)2 + · · · + (x∗k − xnk)2 + 2
n∑

i=j+1

n−1∑
j=1

(x∗k − xik)(x∗k − xjk))

2

=
1
n2

⎛
⎝ n∑

k=1

d2
∗k +

n−1∑
k=1

n∑
i=j+1

n−1∑
j=1

((x∗k − xik)2 + (x∗k − xjk)2−(xik − xjk)2)

⎞
⎠

=
1
n2

⎛
⎝ n∑

i=1

d2
∗i +

n∑
i=j+1

n−1∑
j=1

(d2
∗i + d2

∗j − l2ij)

⎞
⎠

=
1
n2

⎛
⎝n

n∑
i=1

d2
∗i −

n∑
i=j+1

n−1∑
j=1

l2ij

⎞
⎠

So,

d∗c =
1
n

√√√√n
n∑

i=1

d2
∗i −

n∑
i=j+1

n−1∑
j=1

l2ij (16)

Because n is const in an instance, the final result ∝

n
n∑

i=1

d2
∗i −

n∑
i=j+1

n−1∑
j=1

l2ij (17)

The final matching result will be given if we decide
the distance expression. For example, the inverse of
similarity S(F i, F j) is a naïve choice of distance expres-
sion. In this article, we use the distance expression(

1 − s
1 + s

)
to compute the final matching result. In [16],

we have confirmed that the distance expression(
1 − s
1 + s

)
is good.

Figure 4 Process of a distance calculated from query to centroid. (a) A query fingerprint. (b) Matching between query and templates. (c)
Establish polyhedron.
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2.2.2. Fusion rule
Now, we have got all the distance. For the geometric
architecture which was built by the distance among the
templates, there are two different statuses showing in
Figure 5.
In Figure 4, the Q, T1, T2, T3, C means query image,

template 1, template 2, template 3, centroid, respec-
tively. These red lines mean the distance from query
image to the template fingerprints. The green line
means the distance from query image to the centroid of
this geometric architecture. In Figure 5a, the length of
red line is similar, so the green line is shortest. But in
Figure 5b, the query image is more similar with tem-
plate 2, and the black line is shortest. We all know that
the more short of the length, the more similar. So, in
this stage, we will use the Min rule to get the minimum
distance from all the distance. And in the geometric
architecture, we will get the shortest line.
Sometimes, we could get the distance between the

query and templates, however, the geometric architec-
ture could not be built because the distance cannot
meet the rule of polyhedron. So, the distance between
the query and the centorid cannot exist. In this case, we
get the minimum distance between the query fingerprint
and the templates as the final result.

3. Relative fingerprint matching algorithm
In this section, two base matchers that include minu-
tiae-based algorithm [18] and ridge-based algorithm [19]
will be introduced briefly. And in the experiment, the
results are given based on the two base matchers.

3.1. Minutiae-based fingerprint matching algorithm
We choose a typical minutiae-based matching algorithm,
which matches the fingerprint images using both the

local and global structures of minutiae [18]. The process
of the minutiae-based matching algorithm is shown in
Figure 6. The local structure of a minutia is rotation
and translation invariant because it consists of the direc-
tion and location relative to some other minutiae. It is
used to find the correspondence of two minutiae sets
and to increase the reliability of the global matching.
Moreover, the local structure can tolerate some defor-
mation because it is formed from only a small area of
the fingerprint. So, the local structures can be directly
used for matching and the best matched local structures
will provide the correspondences for aligning the global
structure of the minutiae. The global structure of minu-
tiae reliably determines the uniqueness of fingerprint.
The aligned global structure together with the result of
the local structure matching finally determines whether
the two fingerprints are acquired from the same finger.
Therefore, the local and global structures of minutiae
together provide a solid basis for reliable and robust
minutiae matching.

3.2. Ridge-based fingerprint matching algorithm
The ridge-based algorithm [19] chosen in this article
consists of three stages: preprocessing, alignment, and
matching, whose process is shown in Figure 7. In the
preprocessing stage, ridges are extracted by sampling
equidistantly from the thinned image. The relations
between ridges and minutiae are established. In the
alignment stage, a set of N initial substructure pairs is
found using a novel approach. In the matching stage,
for each of the N initial substructure pairs, ridge
matching is performed to produce a matching score.
Finally, the maximum of the N scores is used as the
final matching score of the two fingerprints. The align-
ment algorithm focuses on how to choose a reliable

Figure 5 Two different statuses.
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local feature pair as the datum mark of matching. This
is accomplished first by defining a substructure that
contains as much local information (one minutia and
several ridges) as possible, and second by finding the

substructure pair which have the most consistent sub-
structure pairs around. In the matching algorithm,
during the process of ridge matching, minutiae are
also paired, and the matching score is computed

Figure 6 Minutiae-based matching algorithm.

Figure 7 Ridge-based matching algorithm.
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according to both the matched minutiae and the
matched ridges.

4. Experimental results
In this section, we present results on fingerprint database
FVC2004 database. This database has four sub-databases:
DB1, DB2, DB3, and DB4. Each sub-database consists of
fingerprint impressions obtained from 100 non-habitu-
ated, cooperative subjects, and every subject was asked to
provide eight impressions of the same finger.
The performance of a biometric system is often mea-

sured in terms of False Acceptance Rate (FAR) and
False Rejection Rate (FRR). FAR and FRR are defined as

FAR = p(D1 | ω2) (18)

and

FRR = p(D2 | ω1) (19)

where ω1 and ω2 represent the classes of true genuine
matches and impostor matches, respectively, D1 and D2

denote the decisions of genuine matches and impostor
matches, respectively. The EER is computed as the point
where FAR(t) = FRR(t), usually we use EER to evaluate
the biometric system [20]. And the performance of the
biometric system can also be shown as a receiver oper-
ating characteristic (ROC) curve that plots the FRR
against the FAR at different thresholds on the matching
score. In the experimental results, we will show out the
performance of a fingerprint verification system by
using the EER and ROC, respectively.

In these experiments, a minutiae- and a ridge-based
matching method are used as the base matchers of the
fingerprint verification system, and Table 1 lists EERs of
the two base matchers.

4.1. Template selection results
In this section, the proposed template selection is com-
pared to MDIST [10] template selection. Uludag et al.
[10] proposed two methods for template selection:
DENT and MDIST, but MDIST method gets a better
performance than DEND in their study. Lumini and
Nanni [11] presented a novel clustering method for
template selection, and this method is better than
MDIST in their study. While this clustering method is
depicted simply, we cannot reappear, so we select the
MDIST as comparison.
When we carry out our experiments, each sub-data-

base is divided into two subsets called template and
query databases. Images selected by using template
selection methods constitute the template database and
the remaining images of the finger constitute the query
database. A maximum matching score is chosen from
all scores between a query fingerprint and templates as
final score. We perform a comparison among the fol-
lowing methods for the same template selection:
Double-templates (DT): two images are selected as the

templates, six images as the query images. And there
will be 200 images in the template database, 600 images
in the query database.
Three-templates (TT): three images are selected as the

templates, five images as the query images. And there
will be 300 images in the template database, 500 images
in the query database.
Four-templates (FT): four images are selected as the

templates, four images as the query images. And there
will be 400 images in the template database, 400 images
in the query database.

Table 1 EER of the two base matchers

Database DB1 DB2 DB3 DB4 Average

Minutiae-based 16.97 10.05 9.55 6.83 10.85

Ridge-based 18.11 14.99 13.69 11.53 14.58

Table 2 The EERs of template selection using minutiae-based method

Database DB1 DB2 DB3 DB4 Average

TS-Methods MDIST Ours MDIST Ours MDIST Ours MDIST Ours MDIST Ours

DT 6.66 2.57 5.16 2.75 4.84 2.92 2.16 0.74 4.71 2.25

TT 7.59 1.15 6.13 2.33 5.36 1.40 2.42 0.68 5.38 1.39

FT 8.47 0.96 6.81 2.10 8.87 0.96 2.58 0.46 6.68 1.12

Table 3 The EERs of template selection using ridge-based method

Database DB1 DB2 DB3 DB4 Average

Methods MDIST Ours MDIST Ours MDIST Ours MDIST Ours MDIST Ours

DT 10.77 6.17 6.36 3.74 7.82 5.48 4.30 3.51 7.31 4.73

TT 11.79 3.32 7.17 2.56 8.94 4.13 4.73 2.64 8.16 3.16

FT 12.89 1.98 7.18 2.70 10.67 3.15 5.28 2.21 9.01 2.51
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In Table 2, we use minutiae-based method, for DT,
TT, FT, our proposed template selection method out-
performs the MDIST, and the average EERs is lower
than original matcher. In our proposed template
method, with the number increasing of templates, the
EERs are more lower, but, in MDIST, the EERs are
more higher. In Table 3, for ridge-based method, it
shows the same characteristic. ROC curve on
FVC2004DB1 is given in Figure 8, the base matcher is
minutiae-based method and shows such an improve-
ment in matching accuracy results by using our pro-
posed template selection method.
Our proposed template selection method is better

than MDIST. The reasons may be that the templates
selected by our proposed method have a perfect comple-
mentary, while the templates selected by MDIST may be
a high similarity and their differences are small.

4.2. Verification results
In this section, we will show the EERs of our proposed
framework using minutiae- and ridge-based methods.
DT-framework, TT-framework, FT-framework mean

our proposed framework using double templates, three
templates, and four templates, respectively.
In Table 4, we use minutiae-based method as the base

matcher, compared to Table 2, for the same templates,

our proposed framework has a more performance than
only using template selection method. And for ridge-
based method, it shows the same characteristic in Table
5. From the ROC curve on FVC2004DB1 in Figure 9,
we will show out the performance improving clearly.
Finally, although, with the number increasing of tem-

plates, the EERs are lower, but the resource of comput-
ing and storing is increasing. So, this is a trade-off
between performance and resource. For guaranteeing

10
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Figure 8 ROC curve of our proposed TS on FVC2004DB1.

Table 4 The EERs of our proposed framework using
minutiae-based method

Database DB1 DB2 DB3 DB4 Average

DT-framework 2.67 2.68 1.67 0.81 1.96

TT-framework 1.05 2.01 1.23 0.48 1.19

FT-framework 0.43 1.96 0.74 0.39 0.88

Table 5 The EERs of our proposed framework using
ridge-based method

Database DB1 DB2 DB3 DB4 Average

DT-framework 5.85 3.54 4.19 3.10 4.17

TT-framework 2.36 2.47 2.97 2.45 2.56

FT-framework 1.71 2.58 2.49 1.75 2.13
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the verification accuracy and resource saving, we recom-
mend to use three templates.

5. Conclusions
The main contributions of this article to the fingerprint
verification are (1) a template selection method is pro-
posed, and this method is more robust and effective
than the MDIST. (2) A polyhedron is established by
using matching scores among templates, and gets a vir-
tual centroid of the polyhedron. When a query image is
inputted, a distance between the query image and the
centroid is calculated, and then a distance is chosen
from all the distances as the final score. (3) A complete
framework for the fingerprint verification system is built
based on these two steps.
The experiment of this framework is carried out on

the FVC2004DB4 database. Due to the number of fin-
gerprint images in the database the experiment results
only represent the functionality of the framework.
Future study is to be done on more samples to further
verify the performance of both the new template selec-
tion method and the proposed framework.
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