Finger Vein Recognition with Superpixel-based Features
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Abstract

Finger veins based biometrics, as a new approach to personal identification, has received much attention in recent years. The methods based on low level feature, for instance the gray, texture of finger vein, are the mainstream, but they are usually faced with many challenges, such as sensitivity to noise and low local consistency. In fact, finger vein recognition based on high level feature representation has been proved to be a promising way to effectively overcome the above limitations and improve the system performance. Thus, in this paper, we present a novel identification framework, which utilizes superpixel-based features (SPFs) of finger vein for high level feature representation. When comparing two finger veins, the features of each pixel are firstly extracted as base attributes by traditional way. Then, after superpixel over-segmentation, the SPF of each finger vein can be obtained based on its base attributes by some statistical techniques. Lastly, a weighted spatial pyramid matching (WSPM) scheme is utilized to implement matching. Our experiments have yielded some very good results evidenced by an EER of 0.0147 on the benchmark database PolyU.

1. Introduction

The blood vessels transport blood throughout the body to sustain the metabolism, which use a network of arteries, veins, and capillaries [1]. The use of such vascular structures in the palm and finger has been investigated in the biometrics literatures [2-11] with high success. The finger vein is believed to be quite unique, even in the case of identical twins and even between the different fingers of an individual [24] and it is widely considered as a promising biometric pattern for personalized identification.

Currently, personal identification using finger veins has invited a lot of research interest and many methods have been proposed, which can roughly fall into two categories: One is based on the low level feature representation, such as the gray, texture, or shape of finger vein, called low level feature (LLF) based method [1-9]; the other is based on a higher level feature representation, called high level feature (HLF) based method [13,14].

At present, the LLF-based methods are the mainstream. In general, they could be divided into three categories according to their feature extraction rules: ROI-based methods [2-4], network-based methods [1,5-7], and minutiae-based methods [8,9]. For example, many binary local descriptors, such as Local Binary Pattern [2], Local Liner Binary Pattern [3], Local Derivative Pattern [2] and Local Directional Code [4], were presented to extract the binary codes from the whole region of interest (ROI) and usually the similarity between the extracted and enrolled binary codes is measured by Hamming distance. After image segmentation, we can obtain a finger vein network. The biometrics identification from the finger vein network using a repeated line tracking algorithm is detailed in [6] and the robustness in the extraction of finger vein network can be significantly improved with the use of local maximum curvature across the vein images and is detailed in [7] with promising results. In addition, after minutiae extraction, we can discover a finger vein minutia pattern. In [8], the minutiae features were extracted from finger vein patterns and used for geometric representation of the vein patterns’ shape for biometrics identification.

Although reasonable experimental results were reported in the literatures [1-14], in practice, the LLF-based methods still have many challenges:

- It is sensitive to pixel noise to implement finger vein recognition with low level feature [14].
- Low level feature could not describe local consistency characteristic of finger vein.
- The distribution information of the vein vessel network will be neglected [13].
- Their matching algorithms (e.g. the Hamming distance) are usually sensitive to the image variation.

Thus, to solve these challenges, two finger vein recognition methods based on high level feature have been proposed in recent years. In particular, Authors in [13] proposed a region-based axis projection (RAP) technique for finger vein recognition. They first divided the vein pattern into small rectangular regions, and then concatenated the projection of the vein distribution curves on the x-axis and y-axis of each region as high level feature for finger vein recognition. Authors in [14] presented a high level feature extraction framework based on a
hyperinformation feature (HIF), and under their framework, base attribute is first defined to represent the characteristics of a certain subcategory of a subject. Then, for an image, the correlation coefficient is used for constructing the high level features, which reflects the correlation between this image and all base attributes. Their experimental results demonstrated that utilizing high level feature of finger vein for recognition is a promising way to effectively overcome the limitations of the LLF-based methods and improve their recognition performance.

But, both of them tend to partition finger vein image into rectangular grids, as shown in Figure 1(a). Obviously such windows of fixed size or shape are inconsistent with the vein pattern of images and one window may cover the vein pattern and non-vein pattern, thus it still could not describe the local consistency characteristic of finger vein carefully and could degrade the discriminability of the high level feature.

![Figure 1: (a) Rectangular grid based partition vs (b) Superpixel based partition.](image)

Recent studies showed that superpixel, as shown in Figure 1(b), has superior performance to rectangular image window for localized image processing [15,16,17]. Superpixel is a natural form of enforcing local consistency and is obtained by grouping nearby pixels. Comparing to pixel, superpixel is a bigger granularity representation of the image and can be robust to the noise in pixel level. In addition, it is high efficiency, homogeneity, and local image consistency, which can describe local consistency characteristic of images effectively. It is against this background that in this paper, we utilize superpixel-based features (SPFs) to implement the high level feature representation for finger vein recognition.

From Figure 1 we can see that, different from rectangular grid with fixed size and shape, the size and shape of the superpixel are various, which could led to the difficulty to establish the feature correspondence across pairs of images in the matching process. Therefore, it is necessary to investigate an effective matching method for SPFs. For this purpose, a weighted spatial pyramid matching scheme (WSPM), which adapted from spatial pyramid matching (SPM) scheme of Lazebnik et al. [18], was proposed. The SPM works by representing each image as a set of spatial pyramid histograms and using a pyramid match kernel to determine the matching score. In order to make use of the distribution information of the vein vessel network, in this paper, we made improvement of the SPM scheme by adding a weight, which is the similarity degree of the superpixel distribution features across pairs of images, to the pyramid match kernel.

In conclusion, this paper proposed a novel finger vein recognition framework that utilizes SPF based on WSPM scheme. Under this framework, when comparing the input and template finger veins, the features of each pixel are firstly extracted by traditional way as their base attributes. Then superpixel over-segmentation is implemented to generate superpixels for each finger vein. After that, the SPFs, including superpixel histogram feature and superpixel distribution feature, can be obtained based on their base attributes by using some statistical techniques. Finally, WSPM is utilized to implement image matching by representing each finger vein as a set of spatial pyramid histograms and measuring their matching score by using a weighted pyramid match kernel.

In order to demonstrate the potential of the proposed framework, we provide a case study by choosing the local descriptor LBP [2] as the corresponding base attributes. Experimental results demonstrate that the proposed framework has yielded an Equal Error Rate (EER) of just 0.0147 on the benchmark database PolyU, which not only less than the corresponding LLF-based method and most of the benchmark LLF-based methods, but also less than the existing HLF-based methods in the literatures.

2. Our method

The novel finger vein recognition framework based upon SPF is provided in the beginning of this section.

![Figure 2: Overview of our finger vein recognition framework.](image)
The overview of our framework is provided in Figure 2. It mainly involves two stages: training stage and recognition stage. The training stage aims to obtain superpixel clustering centers and generate spatial pyramid histograms for each class template. On the whole, the framework mainly includes the following procedures:

- **Image preprocessing:** it mainly refers to image alignment, ROI extraction, image normalization [20], and image enhancement with histogram equalization that is employed to reduce the noise and make the image intensity more uniform.
- **Base attributes extraction:** features of each pixel are extracted by traditional way as the base attributes for SPF extraction.
- **Superpixel over-segmentation:** Simple Linear Iterative Clustering (SLIC) method [21] is utilized to generate superpixel.
- **SPF extraction:** superpixel histogram feature and superpixel distribution feature of each finger vein image are extracted respectively based on its base attributes by some statistical techniques.
- **Training clustering centers for superpixels:** based on the superpixel histogram features, all the superpixels of train images are clustered into M classes by using k-means clustering algorithm so as to get clustering centers.
- **Superpixels mapping:** each superpixel of the test image is mapped to a closest class according to the similarity between its superpixel histogram feature and the clustering centers. Euclidean distance is used as the similarity measure.
- **Spatial pyramid histogram construction:** spatial pyramid scheme proposed in [18] is applied to represent the finger vein image as a spatial pyramid histogram.
- **Matching score calculation:** a weighted pyramid match kernel is proposed to determine the matching score based on the spatial pyramid histograms and superpixel distribution features of the input and template finger vein images.

In the following sections, four important steps in the Italic font: superpixel over-segmentation, SPF extraction, spatial pyramid histogram construction and matching score calculating, are described respectively.

### 2.1. Superpixel over-segmentation

Superpixel over-segmentation is a usual way to obtain superpixels. In this work, we utilize the Simple Linear Iterative Clustering (SLIC) method [21], to implement finger vein image over-segmentation so as to generate superpixel. SLIC divides an image into small patches by integrating the local intensity and position information. It only need specify one parameter of the desired number of superpixels and has low computation complexity. In practice, SLIC is an adaptation of k-means for superpixel generation with two important distinctions [21]:

- The number of distance calculations in the optimization is dramatically reduced by limiting the search space to a region proportional to the superpixel size. This reduces the complexity to be linear in the number of pixels and independent of the number of superpixels.
- A weighted distance measure combines color and spatial proximity while simultaneously providing control over the size and compactness of the superpixels.

In particular, suppose $n$ is the number of pixels in an image, and $k$ is the desired number of superpixels. SLIC will search a limited region proportion to the superpixel size $s = \sqrt{n/k}$, where $s$ is the grid interval, a superpixel is a region of approximate size $s \times s$. Essentially, SLIC clusters pixels in the combined color space and image plane space based on the weighted distance measure $D$, which is shown in eq. (1), to efficiently generate compact, nearly uniform superpixels.

\[
D = \sqrt{\frac{d_c^2}{N_c} + \frac{d_s^2}{N_s}}
\]

(1)

\[
d_c = \sqrt{(I_l - l)^2}
\]

(2)

\[
d_s = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\]

(3)

where $l^T$ denotes color space in grayscale images and $[x y]^T$ denotes the pixel’s position. $[l_k x_k y_k]^T$ denotes cluster center, $d_c$ is the color proximity, $d_s$ is the space proximity, and $N_c, N_s$ are the normalized factors.

The complexity of SLIC is linear in the number of pixels in the image $O(n)$. This is because SLIC only computes distances from each cluster center to pixels within a $2s \times 2s$ region. This approach not only reduces distance computations but also makes complexity independent of the number of superpixels.

### 2.2. SPF extraction

From the perspective of collection, we view each superpixel as a set of local nearby homogenous pixels. In this section, based on the base attributes of each finger vein image, we can use SPF to implement their high level feature representation by using some statistical techniques in consideration of the following advantages:

- Many statistical techniques such as mean, variance, histogram, are simple and efficient.
- Using statistical techniques for feature extraction greatly enriches the representations of superpixel.

Based on this knowledge, in this paper, we extracted two categories of superpixel-based features: the superpixel
histogram feature and the superpixel distribution feature. Their extraction process will be described respectively as follows:

At first, for each superpixel in a finger vein image, by making it as a unit, we can choose to utilize the simply histogram statistical technique to get the superpixel histogram feature based on its base attributes. An example of a 16-dimension superpixel histogram feature is shown in Figure 3.

Suppose X and Y are the input and template finger vein images. L is the spatial pyramid level, where in level \( l \), the image is divided into \( D_l = 2^l \) sub-regions. For each image, after image mapping, all the superpixels were mapped into \( M \) classes. Hence, for each level and each class, we count the superpixels that fall in each spatial bin as the histograms.

Particularly, let \( H_x^{l,m}(i) \) and \( H_y^{l,m}(i) \) denote the numbers of superpixels of class \( m \) that fall into the \( i \)th sub-region at level \( l \), so that \( H_x^{l,m} \) and \( H_y^{l,m} \) are the histograms of class \( m \) at level \( l \) in image X and Y. Obviously, for the respective images, each class gives us three spatial pyramid histograms, and all of them will be used for the matching score calculating. Figure 4 shows an example of spatial pyramid histograms construction at class 1.

### 2.4. Matching score calculation

In this section, we introduce the matching score calculating process using a weighted pyramid match kernel based on the spatial pyramid histograms and superpixel distribution features of the input and template finger vein images.

With an assumption that the superpixels of the same class can be matched to one another, firstly, the number of matches of superpixels of class \( m \) at level \( l \) between X and Y can be given by the histogram intersection function [19]:

\[
N(H_x^{l,m}, H_y^{l,m}) = \sum_{i=1}^{D_l} \min(H_x^{l,m}(i), H_y^{l,m}(i))
\]

In the following, we will abbreviate \( N(H_x^{l,m}, H_y^{l,m}) \) as \( N^{l,m} \). Let \( X^m \) and \( Y^m \) be the superpixels in X and Y with class \( m \). Then, we can get the separate pyramid match kernel of class \( m \) by weighting each spatial pyramid histogram according to eq. (5) as follows:

\[
S(X^m, Y^m) = \frac{1}{2^l}N^{0,m} + \sum_{l=1}^{L} \frac{1}{2^{l-1}+1} N^{l,m}
\]

In the SPM scheme [17], the final pyramid match kernel is defined as the sum of the separate class kernels as follows:

\[
K(X, Y) = \sum_{m=1}^{M} S(X^m, Y^m)
\]

In our work, in order to specifically cater for our work and make use of the discriminative distribution information of the vein vessel network, we make improvement of SPM scheme by adding a weight, which express the similarity of the superpixel distribution features across pairs of images, to the final pyramid match kernel (see eq. 6), which aims to increase the class separation distance and improve the recognition performance.
Hence, in this paper, the final pyramid match kernel between the input and template images, called matching Score $MS$, will be defined by:

$$MS(X, Y) = e^{-d} \sum_{m=1}^{M} S(X^m, Y^m)$$  \hspace{1cm} (7)

where $S(X^m, Y^m)$ is the separate pyramid match kernel of class $m$, $d$ denotes the Euclidean distances of the superpixel distribution feature between $X$ and $Y$.

3. Experiments and results

In this section, we provide a case study by choosing the local descriptor LBP [2] as the base attribute to ascertain the performance of the proposed framework. LBP is an effective local texture descriptor and has received lots of research interest and applications in biometric recognition field [2,22-24]. It uses a nonparametric $3 \times 3$ kernel and compares the gray values of the center pixel with its 8-neighboring pixels, as shown in Figure 5. The binary sequence on the $3 \times 3$ block is defined clockwise from the top-left as 01001100.

![Figure 5: The LBP descriptor.](image)

All the experiments were performed on the benchmark database PolyU [1] constructed by Hong Kong Polytechnic University. Several finger vein images in the database are shown in Figure 6, and the images in each row are from the same subject.

![Figure 6: Example images from PolyU finger vein database. The images in each row are from the same subject.](image)

PolyU database was acquired from 156 volunteers over a period of eleven months and each of the subjects provided six image samples from the index finger to the middle finger, respectively. In our experiments, we employed all the finger vein images acquired in the first session, i.e., 156 subjects with 12 images per subject. Since the finger veins are believed to be quite unique between the different fingers of an individual [25], different finger vein images from the same subject were regarded as belonging to different class, i.e., 312 classes with 6 samples per class. The performance was evaluated using sixfold cross validation, thus the total number of genuine and imposter scores are 1872 (6×312) and 582192 (312×311×6), respectively.

In these experiments, the performance of a system is evaluated by the equal error rate (EER), the false rejection rate (FRR) at zero false acceptance rate (FAR), the FAR at zero FRR and the statistical hypothesis $t$-test. $t$-test is a statistical hypothesis testing technique which is usually utilized to ascertain whether the difference between two methods is statistically significant, where $H$ is the indicator of significance. $H=1$ means that the method is significantly better (worse) than its corresponding method, and $H=0$ means that there is no significant difference. $P$ is the probability for rejecting the hypothesis that ‘The method outperforms its corresponding method.’

3.1. Performance evaluation in two modes

The key objective in this set of experiments is to evaluate the identification performance of SPF by comparing with its corresponding LLF (LBP [2]) in verification and identification modes, respectively.

The experimental results from Table 1 and Figure 7 suggest significant improvement in the performance by using SPF. Particularly, the EER of the LLF-based method is 0.0690 while it is decreased to 0.0147 with SPF-based method. In addition, the results of the $t$-test show that the superiority of the SPF is significant.

In the identification mode, we don’t know the classes of the input finger vein images and want to identify which class it belongs to. For each probe, there is a corresponding gallery of the same person, where the gallery is sorted by decreasing similarity for each probe. The probe is said to be correctly recognized at rank $k$ if the gallery of the same person is among the first $k$ images in the sorted gallery.

The rank-one recognition rate and the lowest rank of perfect recognition are reported in Table 2. It can see that the identification performances of SPF-based method are much better than the LLF-based method. This experimental result is quite consistent with the result from the verification mode. In addition, the rank one recognition rates of our work are close to 98%, which indicates that most of the probes are identified correctly.
The experimental results presented in two modes consistently suggest the significant improvement in the identification performance by using SPF. The inferior performance of LLF (LBP) may be attributed to its sensitivity to noise and low local consistency while SPF is robust to the noise in pixel level and can describe local consistency characteristic of images. In addition, the using of the WSPM made good use of the distribution information of the vein vessel network as well as ensured the rough geometric correspondence on a global scale across pairs of finger veins.

3.2. Comparison with LLF-based methods

The key objective of this set of experiments is to evaluate the finger vein recognition performance of the SPF-based method in comparison with different categories of benchmark LLF-based methods. The comparison partners include:

- ROI-based methods: Local Liner Binary Pattern (LLBP) [3], Local Derivative Pattern (LDP) [2] and Local Directional Code (LDC) [4].
- Network-based methods: Mean Curvature (MeanC) [5], Repeated Line Tracking (RLT) [6], Maximum Curvature (MaxC) [7] and Even Gabor with Morphological (EGM) [1].
- Minutiae-based method: Scale-Invariant Feature Transform (SIFT) [9] and Modified Hausdorff Distance (MHD) [8].

The ROCs for the corresponding performances are illustrated in Figure 7 and the experimental results are shown in Table 3, where we directly use the results of RLT, MaxC and EGM reported in the Experiment B of [1]. Table 3 indicates that our SPF-based method outperforms almost all comparison LLF-based methods, and the results of the t-test show that the superiority of our work is significant.

![Figure 7: ROCs with different methods.](image)

The reason for such performance lies in five aspects: (i) the finger vein images are usually noisy from unconstrained imaging and so on, while SPF is more robust against pixel noisy and image variations than low level features; (ii) SPF can describe local consistency characteristic of finger vein images; (iii) the statistical techniques used for SPF extraction greatly enrich the representations of the finger vein image; (iv) the rough geometric correspondence between two images was established by utilizing the spatial pyramid scheme; (v) the distribution information of the vein vessel network was utilized by adding a weight to the traditional spatial pyramid kernel.

Table 3 shows that EGM [1] is comparatively better than our method. The reasons are as follows: EGM devoted...
to investigate the whole procedures of finger vein recognition, including image capturing, preprocessing, feature extraction and matching, and in each procedure. They made many efforts to improve their recognition performance. Specially, their preprocessing procedure contains localization, segmentation, alignment, and image enhancement, in which, the image enhancement are highly effective in achieving its robust performance [1], while our preprocessing only includes localization, segmentation alignment, and histogram equalization without too much enhancement to the acquired images. The low contrast and uneven illumination of our images seriously affect the recognition performance.

Therefore, combining the above experiments, we can draw a conclusion that our framework performs better than almost all the LLF-based methods in the literatures.

### 3.3. Comparison with HLF-based methods

The key objective of this set of experiments is to evaluate the finger vein recognition performance of the SPF-based method in comparison with the existing HLF-based methods in the literatures, which includes the RAP-based method proposed by Xiao et al. [13], the HIF-based method proposed by Xi et al. [14] and the PSPF-based method presented by Liu et al. [17]. They both used rectangular grid for localized image processing.

<table>
<thead>
<tr>
<th>Method</th>
<th>EER</th>
<th>t-test</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAP [13]</td>
<td>0.0450</td>
<td>~</td>
<td>1</td>
<td>7.25e-05</td>
</tr>
<tr>
<td>HIF [14]</td>
<td>0.0278</td>
<td>1</td>
<td>0.0112</td>
<td></td>
</tr>
<tr>
<td>PSPF [17]</td>
<td>0.0391</td>
<td>1</td>
<td>0.0076</td>
<td></td>
</tr>
<tr>
<td>SPF</td>
<td>0.0147</td>
<td>~</td>
<td>~</td>
<td>~</td>
</tr>
</tbody>
</table>

Figure 8: ROCs with different HLF-based methods.

The experimental results from various methods are shown in Table 4 and the ROCs for the corresponding performances are illustrated in Figure 8. They indicate that our SPF-based method outperforms the RAP-based and HIF-based method and the results of the t-test show that the superiority is significant. This experiment verified that superpixel has superior performance to rectangular grid for high level features extraction.

### 3.4. Comparison with SPM scheme

In our work, we make improvement of SPM scheme [18] by adding a weight to the final pyramid match kernel. The key objective of this experiment is to verify the matching performance of the WSPM scheme in comparison with the SPM scheme [18].

<table>
<thead>
<tr>
<th>Method</th>
<th>EER</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM [18]</td>
<td>0.0164</td>
<td>0</td>
<td>0.6893</td>
</tr>
<tr>
<td>WSPM</td>
<td>0.0147</td>
<td>~</td>
<td>~</td>
</tr>
</tbody>
</table>

The experimental results from various schemes are shown in Table 5. It suggests the improvement in the performance by adding the weight. This can be explained by the using of the distribution information of the vein vessel network, which increased the class separation distance and improved the recognition performance.

### 3.5. Selection of the number of superpixels

In this section, we discuss the influences of the number of superpixels in each finger vein image on the recognition performance. We use EER as the performance measure and the experimental results when varying the superpixel number k are given in Figure 9.

![Figure 9: The effects of the number of superpixels.](image)

It can be concluded that, when the number of superpixels is set to $2^8$, we can achieve a comparatively best performance. Moreover, it shows that k can vary within a relative large range $(2^7 - 2^9)$ without affecting recognition performance too much.

### 4. Conclusions and future works

This paper proposes a novel identification framework for finger vein recognition with superpixel-based features (SPFs). We employ two simple statistical techniques to extract SPF and present a weighted SPM scheme (WSPM) to implement the image matching. Experimental results demonstrate that the proposed framework has yielded an EER of 0.0147 with the base attribute LBP on the benchmark database PolyU, which not only less than the corresponding LBP-based method and almost all the
benchmark LLF-based methods, but also less than the existing HLF-based methods in the literatures.

The proposed framework has the following unique characteristics: (i) it utilizes SPF to implement the high level feature representation for finger vein. To the best of our knowledge, it is the first time to introduce SPF to the feature representation of finger vein; (ii) it makes improvement of SPM method by adding a weight to the final pyramid match kernel so as to make good use of the distribution information of the vein vessel network; (iii) it proposes a novel framework for finger vein recognition and achieves an inspiring recognition performance.

Future works will focus on two directions: one is to improve the quality of the finger vein images by using some image enhancement techniques; the other is to find more discriminative feature representation for superpixel.
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