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Abstract

State-of-the-art cost-sensitive learning based techniques
in biometrics ignore cost difference between users and de-
termine the loss only based on the misrecognition category.
In practice, this may not always hold and the user individ-
uality may also affect the loss of misrecognition. For ex-
ample, misrecognizing an imposter as an administrator can
cause a much more serious loss than misrecognizing it as a
normal user. At the same time, two administrators/normal
users may have different probability to accept imposter. To
confidently prevent the high-probability error, the cost of
false acceptance for one user with a high probability should
be larger than it for the other users. To make cost defini-
tion more reasonable and further lower misrecognition cost
of a recognition system, we propose to incorporate the us-
er individuality, i.e., user role and user gullibility, into the
traditional cost-sensitive learning model through defining
an improved object function. By employing the new model,
we further develop a user role and gullibility based mckNN
(rg-mckNN). Experimental results on finger vein databases
demonstrate the effectiveness of the proposed method.

1. Introduction

Compared with traditional machine learning techniques,
cost-sensitive learning assumes that different errors may
cause different losses and it is capable of achieving a more
effective minimization of the cost function [3]. Cost-
sensitive learning is invaluable for various practical applica-
tions, such as biometrics and medical image classification,
etc. When it is used to solve a biometric problem, imposter
is considered along with the gallery user, and three type-
s of misrecognitions are dealt with, including false accep-
tance, false rejection and false identification. In face recog-
nition, there are three typical literatures: 1) Cost-sensitive
learning is firstly applied into face recognition by formulat-
ing a multi-class cost-sensitive problem [18, 19]; 2) Cost-
sensitive subspace learning is proposed by incorporating a

cost matrix into three popular subspace learning algorithm-
s [8]; 3) Cost-sensitive subspace learning is further im-
proved to deal with multiview face data [9].

However, all these cost-sensitive algorithms assume that
for each type of misrecognition the costs of all users are
same, which may not always hold in practice. In other
words, the cost of one type of misrecognition may be dif-
ferent for two users. For example, the loss of misrecogniz-
ing an imposter as an administrator is obviously more seri-
ous than misrecognizing it as a normal user. And, different
administrators/normal users may have different probability
of making mistakes in recognizing an imposter. Compared
with a user with a lower probability of making mistake, a
larger cost should be assigned to a user with a larger proba-
bility to prevent the misrecognition with larger probability.
Accordingly, it is very necessary to study cost difference
between different users in cost-sensitive learning.

In practical management information system, different
users usually are assigned different user roles to indicate
their unequal permissions to access the data in the system.
And in general, an administrator has more permissions than
a normal user. Even in Windows operating system, there
are multiple user roles with different user permissions, for
example, administrator, power user, user, etc. Motivated
by this concern, user roles should be investigated in cost-
sensitive learning, and a more reasonable cost matrix can
be defined by studying the different roles of users.

In addition to user role, we also consider to involve
the probability of user false acceptance into cost-sensitive
learning. By exploring the inherent difference in the recog-
nizability of different users, lamb user, who can be easily
imitated by imposter, was found in speaker recognition [2],
fingerprint recognition [14] and face recognition [15]. We
know that false acceptance of imposter causes the most seri-
ous loss in biometrics, so by finding the users, who attribute
to a great number of false acceptance errors, and targeting
these weaknesses, one good way may be developed to re-
duce the system cost. More to the point, we re-term the a-
bility of user to resist imposter intrusion user gullibility, and
user with apparent gullibility is renamed imposter-sensitive



Table 1. Misrecognition types with two roles
Misrecognition Notation Category Cost
Misclassify an imposter as an administrator ErrIA False acceptance CIA
Misclassify an imposter as a normal user ErrIU False acceptance CIU
Misclassify an administrator as another administrator ErrAA False identification CAA
Misclassify an administrator as a normal user ErrAU False identification CAU
Misclassify an administrator as an imposter ErrAI False rejection CAI
Misclassify a normal user as another normal user ErrUU False identification CUU
Misclassify a normal user as an administrator ErrUA False identification CUA
Misclassify a normal user as an imposter ErrUI False rejection CUI

user.

As user role and user gullibility are both user personal
characteristics, they are collectively referred to as user in-
dividuality. It is a pity that user individuality has not been
explored in existing cost-sensitive learning methods.

To the best of our knowledge, the existing works in fin-
ger vein recognition only pursue low recognition error rate,
and no literature explores cost-sensitive learning. There-
fore, we take finger vein recognition as a case to study
cost-sensitive learning. Finger vein recognition uses vein
pattern in human finger to perform identity authentication
[12, 13]. It has distinctive advantages over traditional bio-
metric traits (i.e., face, fingerprint, etc.) in living-body iden-
tification and internal characteristic. And some progresses
have been achieved, including feature extraction methods
[12, 13, 16, 7, 6] and finger vein based multimodal systems
[5, 17].

Based on the above analysis, this paper incorporates us-
er individuality, i.e., user role and user gullibility, into the
traditional cost-sensitive learning to propose user individ-
uality based cost-sensitive learning model. In detail, user
role is used to redefine the cost matrix accompanied by er-
ror type. We also test the gullibility of the gallery users to
find imposter-sensitive users and assign the penalty coeffi-
cients for them. In addition, the objective function is opti-
mized by integrating the user role based cost matrix and the
penalty coefficient of imposters-sensitive user. Moreover,
the new model is further applied into mckNN to develop a
new role and gullibility based mckNN, i.e., rg-mckNN. Fi-
nally, we analyze the existence of imposter-sensitive user
in finger vein data, and prove the effectiveness of the new
method.

The rest of paper is organized as follows. In Section
2, we introduce the user individuality based cost-sensitive
learning, and propose rg-mckNN. Next, experimental re-
sults are reported in Section 3. In Section 4, we discuss
the key problems about the user individuality based cost-
sensitive learning. Finally, we conclude the paper in Section
5.

2. User Individuality based Cost-sensitive
Learning

In this section, we present the user individuality based
cost-sensitive learning model, including the definition of us-
er role and user gullibility, the improved objective function
and the corresponding new classifier rg-mckNN.

2.1. Cost Definition Considering User Role

Without loss of generality, we define two user roles,
i.e., administrator and normal user, for users to indicate
their permissions. So, there will be three groups of users
in recognition system, i.e., administrator, normal user and
imposter. Assuming that N gallery users are denoted by
A1, . . . , AN1 , UN1+1, . . . , UN , in which the first N1 ones
are administrator, and the rest ones are normal user. And
the imposter class is denoted by I . In addition, we suppose
that an administrator has more permissions than a normal
user.

The assignment of user role will influence the definitions
of misrecognition category and cost matrix. Table 1 gives
eight new misrecognition categories. In the existing cost-
sensitive learning, it is unnecessary to care which gallery
user accepts the imposter in false acceptance, as the false
acceptance cost is same for all gallery users. But after the
assignment of user role, it is very essential to make certain
whether the gallery user is an administrator or a normal user,
as an administrator will cause much more serious loss than a
normal user in false acceptance. Thus, the false acceptance
will be divided into two cases according to the role of the
gallery user, and two corresponding costs will be defined.
Furthermore, this condition is suitable in false identification
and false rejection.

The corresponding misrecognition costs are redefined in
a matrix as Table 2. Compared with the original cost ma-
trix [18, 19], our modification of cost matrix is mainly about
administrator users. As an administrator will cause more
loss than a normal user in same error, we enlarge the costs
related to administrators. In detail, the cost of misclassi-
fying an imposter as an administrator is larger than that of
misclassifying it as a normal user. And, in four sub-errors of



loss(x, φ(x)) =



N1∑
n=1

P (An|x)CAU +
N∑

n=N1+1,
n6=τ

P (Un|x)CUU + P (I|x)W i(Uτ )CIU , ifφ(x) = Uτ ,

N1∑
n=1,
n6=β

P (An|x)CAA +
N∑

n=N1+1

P (Un|x)CUA + P (I|x)W i(Aβ)CIA, ifφ(x) = Aβ ,

N1∑
n=1

P (An|x)CAI +
N∑

n=N1+1

P (Un|x)CUI , ifφ(x) = I,

(1)

Table 2. Redefined cost matrix
A1 ... AN1 UN1+1 ... UN I

A1 0 ... CAA CAU ... CAU CAI

... ... ... ... ... ... ... ...
AN1 CAA ... 0 CAU ... CAU CAI

UN1+1 CUA ... CUA 0 ... CUU CUI

... ... ... ... ... ... ... ...
UN CUA ... CUA CUU ... 0 CUI

I CIA ... CIA CIU ... CIU 0

false identification, misclassifying a normal user as an ad-
ministrator is most serious, and false identification between
two administrators is more serious than that between two
normal users. What’s more, the cost of false identification
between two normal users is same to that of misclassifying
an administrator as a normal user. Besides, the cost of false
rejection is unchanged, no matter which role of the gallery
user is. According to the above analysis, it is reasonable
that: CIA > CIU > CUA > CAA > CAI = CUI >
CAU = CUU .

2.2. User Gullibility and Its Computation

As the inherent difference in user recognizability and the
effect of image quality, some gallery users may have a high
probability to accept imposter, but the others may perform
well in the prevention of imposter. So, the measurement of
user ability to resist imposter intrusion, named user gulli-
bility, is introduced. By learning the gullibility of gallery
user, we can find the imposter-sensitive users, and the cost
of false acceptance will be weighted for them to avoid in-
truders with assurance.

The user gullibility is learned from the training data. In
detail, each imposter image will be matched with all gallery
images, and the matching scores are sorted to find the im-
age class with rank-1 score (i.e., rank-1 class). Then, we
calculate the frequency of each gallery user in the rank-one
classes of all imposter images. If one gallery user has high
frequency, the user can be easily imitated by imposters, and
it is viewed as imposter-sensitive one. The user gullibility
learning is given in Algorithm 1.

The penalty coefficient vector W will be obtained by the
learning process. The element in W is the penalty multipli-
er of the false acceptance cost. If one element is bigger than

Algorithm 1 User gullibility learning algorithm
Inputs: the training gallery images tra gali = (xgal

i )Pi=1,
the corresponding labels gali lab = (ygal

z )Nz=1,
and the training imposter images tra impi = (ximp

j )Qj=1

Output: the penalty coefficient (Wz)
N
z=1

1: for i = 1 to P do
2: for j = 1 to Q do
3: Mscore(i, j) = Matching(xgal

i , ximp
j )

4: end for
5: end for
6: Column-Sort Mscore

7: Take the first row of the sorted Mscore as Crankone

8: Count the number of yz in Crankone saved in Cnum

9: Set W (z) to w(w > 1) if Cnum(z) > f , otherwise to 1
10: Return the penalty coefficient vector W

1, the corresponding user has apparent gullibility, and is re-
garded as an imposter-sensitive user. For imposter-sensitive
users, we will personally weight the false acceptance cost
in the following objective function.

2.3. Improved Cost-sensitive Objective Function

The consideration of user role and user gullibility re-
quests us to rewrite the objective function for the new cost-
sensitive learning model. In detail, the misrecognition cost
are calculated in three cases, as three kinds of users are con-
sidered, i.e., administrators, normal users and imposter. At
same time, the cost of false acceptance must be personally
weighted for imposter-sensitive users.

Based on the above analysis, the cost of classifying x to
the class φ(x) is calculated as Formula (1). In the formula,
W (y) represents the penalty coefficient, if the gallery user y
is an imposter-sensitive user, it will bigger than 1 to enlarge
the cost of false acceptance, otherwise, it is equal to 1. And
i is an adjusting parameter, if it is set to 0, it means the user
gullibility is not considered, and user role will be the on-
ly difference between the traditional cost-sensitive learning
and user individuality based cost-sensitive learning. And
the label of subject x is predicted by:

φ∗(x) = arg min
φ(x)∈{A1,...,AN1

,UN1+1,...UN ,I}
loss(x, φ(x))

(2)



loss(x, φ(x)) =
1

P (t)
×

N1∑
n=1

P (An)
k∏
i=1

P (yi|An)CAU+
N∑

n=N1+1
n 6=τ

P (Un)
k∏
i=1

P (yi|Un)CUU+P (I)
k∏
i=1

P (yi|I)W i(Uτ )CIU , ifφ(x) = Uτ ,

N1∑
n=1
n 6=β

P (An)
k∏
i=1

P (yi|An)CAA+
N∑

n=N1+1

P (Un)
k∏
i=1

P (yi|Un)CUA+P (I)
k∏
i=1

P (yi|I)W i(Aβ)CIA, ifφ(x) = Aβ ,

N1∑
n=1

P (An)
k∏
i=1

P (yi|An)CAI+
N∑

n=N1+1

P (Un)
k∏
i=1

P (yi|Un)CUI , ifφ(x) = I.

(3)

Table 3. Experimental settings.
Database N M MI CIA : CIU : CUA : CAA : CAI : CUI : CAU : CUU

CNU Database 200 400 1000 40 : 20 : 10 : 5 : 2 : 2 : 1 : 1
HKPU Database 60 150 360 40 : 20 : 10 : 5 : 2 : 2 : 1 : 1

2.4. rg-mckNN

The mckNN is an improvement of kNN by involving
misclassification cost, and the label is predicted by mini-
mizing the misclassification cost in classification (For more
details, Please see Ref.19). By considering user role and us-
er gullibility in mckNN, we propose rg-mckNN. And if only
user role is used into mckNN, we name it r-mckNN. Com-
pared to mckNN, the main improvement of rg-mckNN fo-
cuses on the redefinitions of cost matrix and objective func-
tion. The cost matrix is introduced in Section 2.1, and now
we pay attention to the new objective function.

In rg-mckNN, the posterior probability P (y|x) is calcu-
lated according as the methods in [19]. So we can obtain
the cost of classifying x to the class φ(x) in rg-mckNN, as
Formula (3). The predicted label is given according to

φ∗(x) = arg min
φ(x)∈{A1,...,AN1

,UN1+1,...UN ,I}
loss(x, φ(x))

(4)
If i = 0 in Formula (3), Formula (3) and (4) will be the
objective function of r-mckNN.

3. Experiments and Analyses: a case study on
finger vein

3.1. Experimental Settings

We perform the experiments on two public finger vein
databases: one database is from Chonbuk National Uni-
versity, named CNU Database [10] , and the other one is
constructed by Hong Kong Polytechnic University, named
HKPU Database [6]. All images in the first database are
used, including 600 subjects with 10 images per subject.
And in the second database, we only use 2520 finger vein
images of 210 subjects with 12 images per subject, as the

rest subjects each has 6 images. CNU Database and HKPU
Database are preprocessed by the methods proposed in [11]
and [6], respectively. And all images in two databases are
normalized into 42×20 pixels. Additionally, PCA and LBP
are used to extract features from the normalized images, in-
dividually.

For each database, half images of each subject are used
as the training data, and the rest ones as the testing data.
The training data and testing data each consists ofN gallery
users and M imposters. In finger vein recognition, all train-
ing images of N gallery users and the randomly selected
MI training images fromM imposters are used in the train-
ing stage, and the settings is same in the testing stage. The
values of parameters N , M , MI and misrecognition costs
are assigned in Table 3. All experiments are randomly re-
peated for 10 times, and the average results are presented.
Besides, three nearest neighbors are selected for kNN and
all cost-sensitive kNNs in classification.

Six main benchmarks are evaluated in experiments. The
benchmark, i.e., cost, can be computed as following:

cost = nIAW (A)CIA + nIUW (U)CIU + nAACAA
+ nAUCAU + nAICAI + nUUCUU
+ nUACUA + nUICUI

(5)
where nij is the number of misclassifying subject i as sub-
ject j, andW (j) is the penalty coefficient for subject j. The
second given benchmark Err means the total error rate.
And there are two false acceptance rates, i.e., ErrIA and
ErrIU . Besides, one error rate about false identification
and false rejection is designed for administrator, denoted by
ErrAX . It is calculated as

ErrAX = ErrAA + ErrAU + ErrAI (6)

Similar to ErrAX , ErrUX is designed for normal user,
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Figure 1. Number of imposters accepted by gallery users

which is calculated as

ErrUX = ErrUU + ErrUA + ErrUI (7)

3.2. Analysis of User Gullibility

This section analyzes user gullibility and proves the ex-
istence of imposter-sensitive user in finger vein data. Al-
l training images will be used to learn the gullibility of
gallery user in this experiment. Figure 1 plots the num-
ber of imposter images falsely accepted by each gallery us-
er. From the figure, we can see that there are differences
in the number of accepted imposters between gallery users,
no matter which database and which feature are used. In
other words, there is difference in user gullibility. In detail,
most of gallery users falsely accept a few of imposters, but
a few of other gallery users falsely accept a large number
of imposters, which is the imposter-sensitive users we wan-
t to find. But the tendency on HKPU Database with PCA
feature is not as obvious as others. There are two potential
reasons: one is the much random variation of genuine im-
ages in this database; the other may be that PCA is not a
very powerful feature for finger vein recognition.

Some examples of possible imposter-sensitive users are
displayed in Figure 2. The first column is the gallery im-
age, and the other columns are the falsely accepted images
from different imposters. Via visual examination of these
images, we find some reasons for the false acceptance of
imposter-sensitive users. Images in the first example are
extremely blurring, and it is hard to confidently depict the
vein network by the experts, let alone the matching algo-
rithm. The images in the second and third rows show visual
similarities. In detail, the topology of the vein network is
so semblable that images are misrecognized in the second
row. In addition, some local image blocks are so bright that
vein patterns are missing in the third row images, and the
visible vein patterns are obscure. In last row, the imposter
images have a very similar vein pattern, located in the lower
left corner of each image, as the gallery image. And these
images all have dark top and bright bottom. In brief, in ad-
dition to the inherent difference in the gullibility of different

(1)

(2)

(3)

(4)

Gallery images Falsely accepted imposter images

Figure 2. Possible imposter-sensitive users and falsely accepted
imposters. (1) and (2) are from CNU Database; (3) and (4) are
from HKPU Database.

users, the low image quality is another main reason of false
acceptance.

From the experimental results, we find that about twenty
percent of the gallery users can be relatively easily imitated
by imposters. By targeting these users, the system cost may
be reduced.

3.3. Effectiveness of the Proposed Method

First, the comparison experiment between the proposed
methods, i.e., r-mckNN and rg-mckNN, and the existing
methods, i.e., kNN and mckNN, are conducted. We set
the penalty coefficient w = 10 for imposter-sensitive users.
Table 4 shows the experimental results on CNU Database
and HKPU Database. We can see from the table, r-mckNN
and rg-mckNN achieve lower cost compared to the exist-
ing methods. The main reason may be that the increment



Table 4. Comparison on two databases.
CNU Database HKPU Database

Feature kNN mckNN r-mckNN rg-mckNN kNN mckNN r-mckNN rg-mckNN

LBP

Cost 21668 4525 3289 2543 11112 3217 2568 1506
Err(%) 4.66 3.12 3.65 6.79 8.17 7.10 9.38 11.22
ErrIA(%) 3.92 0.78 0.40 0.25 5.75 1.64 0.58 0.45
ErrIU (%) 3.56 0.89 1.27 1.41 5.89 2.22 3.22 3.33
ErrAX (%) 2.06 4.74 6.94 16.68 4.51 9.89 19.56 0.94
ErrUX (%) 1.62 4.40 4.14 7.16 5.39 10.78 10.34 11.49

PCA

Cost 21129 4846 3837 2181 15659 4929 3939 2205
Err(%) 6.13 5.87 6.89 10.40 15.90 18.91 22.00 24.41
ErrIA(%) 4.34 1.03 0.45 0.28 9.56 3.36 0.83 0.72
ErrIU (%) 4.11 0.91 1.49 1.66 7.50 2.92 5.22 5.31
ErrAX (%) 4.16 10.20 14.62 25.80 12.94 32.28 46.28 50.78
ErrUX (%) 3.40 9.40 9.06 11.92 15.05 30.83 29.61 36.39

(a)CNU Database, LBP feature (b)CNU Database, PCA feature
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Figure 3. Total cost of different methods when the penalty coefficient varies.

of false acceptance cost for administrators and the redupli-
cation of false acceptance cost for imposter-sensitive users
successfully prevent the high-cost misrecognition. But the
total errors of the proposed methods rise slightly due to the
augment of the low-cost error. The augment of the low-
cost error primarily attribute to the high false acceptance
cost. In detail, the high false acceptance cost can force the
cost of misclassifying an imposter as a gallery user large
enough to prevent intruders. At same time, the false ac-
ceptance costs so high that some images of gallery users
may be wrongly rejected. Besides, the use of user gulli-
bility makes rg-mckNN achieve lower cost than r-mckNN.
It may be contributed to this kind of imposters, whose has
very large probability of belonging to administrators. We
know that the error cost and the posterior probability both
decide the label of a testing image. For these imposters, the
posterior probability of the testing image belonging to one
administrator is so large that the false acceptance cost of
administrators in r-mckNN is not big enough to reject them,
but the five-fold or ten-fold increase of the cost may reject
them in rg-mckNN.

Then, we study the performance of rg-mckNN with dif-
ferent penalty coefficients. The penalty coefficient w will

be set to 5, 10 and 50, respectively. Figure 3 illustrates
the experimental results of different penalty coefficients.
The experimental results show that rg-mckNN consistently
achieves the best performance among all approaches con-
sidered in this paper under different value of the penalty
coefficient. It can also be revealed from the figure that, a-
long with the enlargement of the penalty coefficient, the to-
tal cost of all methods increase, and the difference in total
cost of all methods is also augmented. In other words, the
higher the penalty coefficient is, the greater advantage the
proposed method has.

Last, the computational time of the proposed method and
the existing cost-sensitive method are examined. The ex-
periments are performed on a PC with CPU 3.19GHz and
4.00G memory. The computational time are summarized in
Table 5, in which the learning time is based on per subject,
and the rest is based on per image.The results suggest that
the training and testing time cost of the proposed method
is always nearly same to that of mckNN, but the proposed
method need the extra time for learning the user gullibility.
As we may regard the user gullibility as a priori knowledge,
so the learning process can be off-line.



Table 5. Comparison between computational time (in seconds).
mckNN rg-mckNN

CNU
Database

LBP
Training 0.1027 0.1027
Learning N/A 0.5418
Testing 0.1154 0.1154

PCA
Training 0.0061 0.0061
Learning N/A 0.1124
Testing 0.0144 0.0145

HKPU
Database

LBP
Training 0.0854 0.0854
Learning N/A 0.3523
Testing 0.0871 0.0871

PCA
Training 0.0076 0.0076
Learning N/A 0.0907
Testing 0.0086 0.0093

4. Discussions

In this section, we discuss some key problems about user
individuality based cost-sensitive learning, including the re-
lationship between the improved cost-sensitive learning and
the existing ones, the statistical significance of user gullibil-
ity, and analysis of the nearest neighbors in rg-mckNN.

Relationship with the existing cost-sensitive learning:
The existing cost-sensitive learning techniques can be divid-
ed into two groups, i.e., techniques with example-dependent
cost [1] or class-dependent cost [18, 19, 8, 9, 4, 20]. In the
first group of technique, the cost is determined by exam-
ple, and even for two examples from one subject, the costs
may be different. In the second group of technique, the cost
is determined by error category. In detail, the cost of one
category of error is same for any subject, and the cost of
misrecognizing any example of the ith subject as the jth
subject is same too. Different from these two groups of
techniques, the error category and user individuality define
the cost together in user individuality based cost-sensitive
learning. It means the costs of different subject are varied
even for same error. But the cost of one error is same for any
example of one subject, which is same to the second group
of technique. So the improved cost-sensitive learning can
be seen as a special case of class-dependent cost-sensitive
learning.

Statistical significance of user gullibility: Although
some evidences have proved the existence of lamb user in
the data of speaker, fingerprint and face, there is still a doubt
about the existence of lamb user in finger vein data. More-
over, different from lamb user classified only by its inherent
gullibility, imposter-sensitive user is sought on the basis of
taking the image quality into consideration. So, the statisti-
cal experiment in Section 3.2 is performed to seek imposter-
sensitive users in finger vein data. Besides, one gallery user
can be imitated by one imposter, but may prevent the oth-
er one. In other words, as the uncertainty and diversity of

imposters, one gallery user cannot always be imitated suc-
cessfully. Nevertheless, if one gallery user accepts 5 of 10
imposters, it is very meaningful to find this kind of users and
weight error cost to prevent intruders. In brief, it is hard to
guarantee that the imposter-sensitive user must accept the
imposter in each test, but the imposter-sensitive user has
much greater probability to accept the imposters than other
users, which is the significance of studying user gullibility.

Analysis of the nearest neighbors in rg-mckNN: The
cost-sensitive learning is in pursuit of minimum error cost
by preventing high-cost false acceptance and tolerating low-
cost false rejection and false identification. Now we analyze
four cases in preventing false acceptance. From Formula (2)
it is easy to understand that, the label of a testing image is
dependent on not only error cost but also the posterior prob-
ability. If all three nearest neighbors of a testing imposter
are administrators or normal users, error cost could hardly
work, and the posterior probability plays dominative role in
classification. In this case, the probability of the imposter
image belonging to imposter class is so small that the im-
poster class will not be consider in classification, and the
cost setting is same to all administrators or all normal user-
s, so the posterior probability leads the classification. This
case is very hard to overcome. Supposing there are admin-
istrators and normal users in three nearest neighbors of a
testing imposter, the imposter is recognized as a normal us-
er in general, as the false acceptance cost of normal user
is lower than it of administrator. In addition to, the third
case is that three nearest neighbors of a testing imposter
consist of gallery users and imposters. This case may be
easier to deal with than the first one, because the imposter
can be prevented by weighting the false acceptance cost for
the neighbor gallery users. And the crucial point is how to
find the neighbor gallery users, i.e., the imposter-sensitive
users. Last, three nearest neighbors of a testing imposter
are all imposter, in which the imposter image can mostly be
successfully rejected.

5. Conclusion
Cost sensitive learning is an important paradigm in ma-

chine learning domain, and should not neglect the user in-
dividuality such as different role and different gullibility.
The main contributions of this paper can be summarized as
follows. (a) We analyze the necessity and significance of
introducing user role and user gullibility into the traditional
cost-sensitive learning. (b) We redefine an improved ob-
jective function considering expended cost matrix and the
penalty coefficient of imposters-sensitive user at same time,
which can reduce the system cost dramatically. (c) More-
over, compared with mckNN, the new rg-mckNN classifier
can efficiently prevent imposter-sensitive user. (d) Finally,
a case study on finger vein data shows that the proposed
method achieves the lower error loss compared with the ex-



isting cost-sensitive learning technique.
To simplify computation, we only investigate the rank-1

class in the user gullibility learning. However, considering
first rank-k (k > 1) classes may obtain more reasonable
user gullibility and this will be one of our future works. In
addition, we will also validate the user individuality based
cost-sensitive learning model on other biometric traits, such
as face, iris, etc.
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